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Abstract—We have witnessed the popularity of image-sharing
websites for sharing personal experiences through photos on the
Web. These websites allow users describing the content of their
uploaded images with a set of tags. Those user-annotated tags are
often noisy and biased. Social image tagging aims at removing
noisy tags and suggests new relevant tags. However, most existing
tag enrichment approaches predominantly focus on tag relevance
and overlook tag diversity problem. How to make the top-ranked
tags covering a wide range of semantic is still an opening, yet
challenging, issue. In this paper, we propose an approach to retag
social images with diverse semantics. Both the relevance of a tag
to image as well as its semantic compensations to the already
determined tags are fused to determine the final tag list for a
given image. Different from existing image tagging approaches,
the top-ranked tags are not only highly relevant to the image
but also have significant semantic compensations with each other.
Experiments show the effectiveness of the proposed approach.

Index Terms—Image tagging, semantic, social media, tag
diversity, tag enrichment, tag relevance.

I. INTRODUCTION

MULTIMEDIA retrieval is very challenging due to the
well-known semantic gaps [66]–[68]. The semantic

gaps are caused by the low-level features that are insufficient
to express the high-level semantics for the multimedia content
including image, music, and video [63]–[75]. Multimedia
content tagging is an effective way to minimize the semantic
gaps in multimedia retrieval. Shen et al. [65] proposed a
music tagging approach by modeling music information with
hierarchical structure and uncovering the relationship between
tags and concepts. The approach combines both multimodal
and temporal information in music feature extraction and
high-level semantic concept modeling for effective annotation
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Fig. 1. Flickr image with raw tags labeled by user. Only the three tags Bird,
Kingfisher, and Alcedoatthis are relevant to the appearance of the image. The
other tags are irrelevant to the image. The other semantics of this image
(e.g., Fish and Water) are not disclosed by the raw tags.

of music documents into a joint framework. It maps sound
documents to a representation in latent musical concept space
to get more accurate description for the relevance music
documents and tags. Image and video tagging is recently very
hot due to the popularity of social network and social media-
sharing websites.

Social image sharing websites (e.g., Picasa and Flickr) allow
users to give several tags to describe the content of their shared
photos [1], [19], [39]. The user-annotated tags are very useful.
They make the social images better accessible to the public
[2], [70]. The quality of tags is important for improving the
performance of the tag-based applications [3]–[7], [19], such
as tag-based image retrieval. The performances of the tag-
based applications are inevitably influenced by the tag quality
[7], [66], [68]. For example, in the tag-based image retrieval,
some highly relevant images are not at the top-ranked search
results if the content-related tags are not in the user-annotated
tag list.

Some of the user-annotated tags are relevant to image and
some are irrelevant. User-annotated tags usually only uncover
a small part of semantics for a social image. We cannot
expect user-annotated tags covering all the semantics for their
shared images, especially using a limited number of tags.
Thus, automatic image retagging and processing are aiming
at improving tag qualities from social user-annotated tags
[1]–[3], [6]–[8], [18], [23], [28]–[40], [64]–[73]. Measuring
the relevance of tag to the image and the semantics coverage
of the top-ranked tags are valuable for tag-based application.

Fig. 1 illustrates a social user-shared image and the an-
notated tags in Flickr. We find that only three tags Bird,
Kingfisher, and Alcedoatthis are relevant to the image. The tags
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Cannon and 40-D are related to the photo taken by the digital
camera. The tag Dorset is about the place the photo is taken
at. The other tags are too subjective to provide semantics for
the image and can be viewed as image content irrelevant tags.
For the image, its content is disclosed well by the tags Bird,
Kingfisher, Water, Fish, etc. However, the three relevant tags
provided by the user (i.e., Bird, Kingfisher, and Alcedoatthis)
only disclose one aspect of the main semantics Bird for this
image. The other semantics of this image (e.g., Water and Fish)
are not disclosed by the user-labeled tags. From this image,
if the tags Water and Fish appear in the top-ranked tag list,
then the semantics disclosed by the tag list is far wider than
that by the social user-annotated tags. Thus, it is better that
the top-ranked tags covering wide range of semantics should
satisfy the following two conditions: 1) relevant to image and
2) large semantic compensations to each other.

How to make the top-ranked tags covering wide range of
semantics is very important for social image content under-
standing and textual-based image retrieval. To our knowledge,
this problem has somewhat overlooked by researchers in this
area. The problem of tag diversity is not well addressed in
the existing tagging approaches [1]–[3], [6]–[8], [18], [23],
[28]–[40], [64]–[73]. However, how to make the top-ranked
search results covering wide topics has been paid much
attention for a long time in information retrieval [41]–[52] and
image search [53]–[55]. For example, Goffman [43] ranked a
document with respect to the documents appearing before it.
Carbonell and Goldstein [42] proposed a maximal marginal
relevance-based document ranking approach. This approach
aims at maximizing the relevance while minimizing similarity
of the document to the documents ranked ahead of it [42].
Zhai et al. [51] proposed a subtopic-based search approach.
The goal of their approach is to return retrieval results that can
cover wide range of subtopics [51], [52]. Now, we summarize
image search with diversity. In image search, to make the
search results diversified, the approaches can be classified
into the following categories: 1) retrieval results clustering
and representative image selection from each cluster [76]–
[79]; 2) removing near duplicate images from the final ranked
image list [44], [48], [50], [53], [54]; 3) textual searching
with visual reranking to ensure result diversity [80]–[85];
4) jointly optimizing the diversity and the relevance in a
unified framework [55], [86]; and 5) improving return images
with diversity by exploring geographical information from
community-contributed photos [87]–[90].

If we can suggest the image content relevant and semantic
compensative tags for social images, then we can know the
main content of the image very well. This can be utilized
in improving the diversity social image retrieval results by
ranking the image according to the suggested tag list. Mo-
tivated by the search result diversity measurement approach
in information retrieval, we propose a social image tagging
with diverse semantics approach. Our algorithm can make the
top-ranked tags are highly relevant to the image and cover
wide range of semantics. First, we determine the relevance of
each tag to image. Then we give the top-ranked tag of the
image according to the relevance of the tag to the image.
Finally, the ranks of the following tags are determined by

their semantic compensations to the already ranked tag list.
The main contributions of this paper are as follows: 1) we
summarize the problem of relevance and diversity of a tag
to image and give their measurement approaches; 2) we
propose a social image tagging approach by fusing both the
relevance and the diversity of a tag to the image into a unified
framework; and 3) we propose an iterative greedy searching-
based tagging approach to determine the optimal tag list.

The remainder of this paper is organized as follows. In
Section II, related work on image tagging and image search
with diversity is reviewed. In Section III, the diversity of a
tag to the image is studied. In Section IV, the proposed image
tagging approach with diverse semantics is given. In Section V,
experimental results and discussions are given. Conclusions
are drawn in Section VI.

II. RELATED WORK

In this paper, we focus on image tagging with diverse
semantic. In this section, we review the papers on image
tagging in Section II-A and the image search with diversity in
Section II-B, respectively.

A. Review of Image Tagging

Social image tagging approaches improve tag quality by
ranking the initial tags according to their relevance to the
image content, removing noisy tags from the initial tags and
recommending some new relevant tags. Wang et al. [70]
systematically reviewed the existing tagging-based applica-
tions. They categorize existing assistive tagging into three
paradigms: tagging with data selection and organization, tag
recommendation, and tag processing from the point of combin-
ing human’s intelligence and computer’s computation power.
From [70], we find that image tagging can be carried out
by utilizing visual information and textual information [5],
[16]–[18], [29]–[40], [64]–[73]. Model-based and model-free
approaches can be adopted to fuse multimodal features in
tagging. The model-based approaches need to build models
for each tag [8]–[14], [36], [38], [66], [68]. The model-free
approaches predict relevant tags for an image by utilizing
statistical properties of tags and the low-level visual features
[5], [16], [20], [39], [40].

Wang et al. [36] utilized Gaussian mixture models to
model each tag. The Gaussian mixture number is adaptively
determined for each tag [36]. Xu et al. [30] utilized regularized
latent Dirichlet allocation to model the tag similarity and tag
relevance to refine tagging quality. Wu et al. [31] proposed
a learning-based image tagging approach. The concepts that
are harder to be predicated are modeled to improve tagging
performances. Chen et al. [25] proposed a tag recommenda-
tion approach that predicts the possible tags using pretrained
support vector machines predicators. Jin et al. [23] utilized
WordNet to estimate the semantic correlation among the an-
notated tags. The weakly correlated tags are removed from the
recommended tag list. Due to the fact that visual information
is not utilized in tag enrichment, the recommended tags are
the same for the images with the same initial tags [20].
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Feng et al. [59] proposed a visual attention model-based
tag ranking approach. The tags that correspond to the salient
regions of an image are ranked ahead. The approach com-
bines the extracted visual attention model and multiinstance
learning and propagated to the salient region-based image
annotation. However, this approach is subject to the salient
region detection performances. How to select effective features
for image annotation is also studied recently by exploring
the sparsity of semantics and the low-level features [60]–[62].
Ma et al. [61] proposed a collaborative feature selection-based
subspace sparsity representation approach for Web image
annotation.

Some tagging approaches are carried out by finding visual
near duplications for the input image from large-scale websites
and propagating tags of the near duplicates to the image
[5], [8], [16]–[18], [24]. Li et al. [8] proposed a neighbor
voting algorithm for tag relevance learning. This approach is
based on the fact that social users are likely to label visually
similar images by the same tags. The relevance of a tag with
respect to an image can be inferred from tags of visual similar
neighbors [24]. Liu et al. [1] proposed an approach to rank
and enrich tags using random walk model. The random walk
model promotes the tags with many visual similar neighbors
and weakens the tags with fewer neighbors. In [26] and
[27], the tag refinement is carried out by utilizing the ran-
dom walk with restart framework. The visual similarity (VS)
and tag co-occurrence conditioned on visual similarities are
utilized.

Moxley et al. [72] presented a Spirit-tagger tool that mines
tags from geographical and visual information. These anno-
tations are derived from image similarities constrained to a
geographical radius, and a comparison of the local frequency
of terms to their global frequency is used to weigh terms that
occur frequently in a local area.

Liu et al. [64] fused the visual information, raw tags
provided by social users, and the semantic correlations of the
tags for image retagging. They modeled the image retagging
process as a multiple graph-based multilabel learning problem
[91]. Their algorithm propagates the information of each tag
along a tag-specific graph and determines the tag-specific
visual sub-vocabulary from a collection of social images with
noisy tags [64].

Gao et al. [67] proposed a visual and textual joint relevance
learning approach for tag-based social image search. Both
visual and textual information are utilized to evaluate the
relevance of social user-tagged images. They built a social
image hypergraph with its vertices as images and hyperedges
as visual or textural terms. The weights of hyperedges are
updated throughout the learning process. Finally, the relevance
is determined from the modulated hypergraph learning-based
approach.

Yang et al. [69] proposed an inductive algorithm for image
annotation by integrating label correlation and VS. They first
construct a graph model according to image visual features
to exploit the unlabeled images. Then a multilabel classifier
is trained by integrating structure learning and graph-based
transductive classification for providing image content-relevant
labels during image annotation.

Li et al. [71] presented a solution to the annotation of
specific products in videos by mining information from the
Web. They used visual signatures to annotate video frames
that are built on the bag-of-visual-words representation of the
training data collected from Amazon and Google image search
engine.

To enhance the descriptive ability of the existing tags and
facilitate image retrieval, Yang et al. [73] proposed a tagging
approach that aims at mining properties of tags such as shape,
location, texture pattern, and color.

Jia et al. [2] fused the textual similarities of tags and
visual similarities of images in a multigraph reinforce-
ment framework to improve tag enrichment performances.
Zhu et al. [29] took the low-rank, content consistency, tag
correlation, and tag noise sparseness into account during tag
enrichment. Zhou et al. [37] proposed a hybrid probabilistic
model (HPM)-based image tagging approach. This approach
integrates both low-level visual features and high-level textual
features of an image when the image is with user-labeled initial
tags. For the image without initial tags, they resort to the visual
features to carry out image tagging. They track the sparse
probability of the tag to image association matrix. A collab-
orative filtering approach is further utilized to improve tag
enrichment performance. HPM jointly exploits both low-level
visual features and the textual features of social user-provided
tags in a unified probabilistic framework to recommend more
content-relevant tags for the unlabeled image.

Qian et al. [38], [91] modeled all the tags by a fully
connected graph. They view tag enrichment as a combina-
tional optimization problem. Graph cut-based tag enrichment
approach is proposed to determine the relevant tags. More-
over, in [40], they carried out tag filtering by using similar
compatible principles. This approach determines the ranks of
user-annotated tags by maximizing the compatible value of
changing the labels of the tags from irrelevant to relevant at
each step. Recently, we proposed [39] a social image tagging
approach using users’ own vocabularies. We recommend tags
preferred by users to annotate their newly uploaded images by
mining their tagging behavior from the history information in
their social communities. The visual information, time taken
by the image, and geographical location information of the
photo are all contributive to annotate images with users own
vocabularies.

The existing tag enrichment approaches are concentrated on
improving tag qualities by enhancing the relevance of the top-
ranked tags [1]–[3], [6]–[8], [18], [19], [23], [28]–[38], [40],
[64]–[73]. In this paper, both the tag relevance and semantic
diversity are taking into account for social image tagging.
Our aim is to suggest image content relevant and semantic
compensative tags at the top-ranked tag list.

B. Review of Image Search With Diversity

Usually, in image search, both the visual information of
ranked image list and the textual descriptions are utilized to
measure the relevance and diversity of the ranked images.
Moreover, for social image search, the supplementary spatial
information of images (such as the latitude and longitude)
is also taken into account to make the final ranked images
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with diversity. Now we give the corresponding review of the
existing works on image search with diversity.

Due to the fact that the reliance on the textual information
is associated with an image, existing image search engines
lack the discriminative power to deliver visually diverse search
results. The textual descriptions (including tags and comments)
are important to find relevant images for a given query (in
textual). But they provide little information about the rich
visual content of images. In image retrieval, the final results
are usually displayed in a ranked list. The ranks are related to
the similarity of the images’ metadata to the query.

Image clustering-based approaches are often utilized to
group the ranked image list at first, and then the image search
results can be diversified by selecting a representative image
from each group [76]–[79], [92], [93]. For example, [76] used
both image visual features and tags to carry out clustering
while Cai et al. [77] proposed a hierarchical clustering-based
approach to organize the searched images into different seman-
tic clusters. Leuken et al. [78] deployed lightweight clustering
techniques in combination with a dynamic weighting function
of the visual features. Radu et al. [79] aimed to improve
retrieval relevance by selecting a set of representative and
diverse images from a candidate image set. To ensure represen-
tativeness, images are reranked according to the relevance of
images to the query. At the same time, to ensure the diversity
of the search results, the returned images are clustered and
the best ranked images among the most representative in each
cluster are retained. There are also other approaches that have
taken full use of content-based image retrieval to ensure the
diversified search result. At first, relevant images are obtained,
then near-duplicate images are detected and removed from the
final image list [44], [48], [50], [53], [54].

Weinberger et al. [80] presented a method for detecting
the ambiguity of a query based on the textual features of the
image dataset. If the query has ambiguity, then the ambiguity
is reflected in the diversity of the top-ranked images. In [81],
an adaptive model selection-based diversity of images search
results is proposed by analyzing the topical diversity of image
search results for textual features. Song et al. [82] proposed
a reranking method based on topic richness analysis to enrich
topic coverage in image retrieval results with diversity.

In [83], diversity of image search results is examined in
the context of Web image search. The diversity of image
search is achieved by image ranking and reranking through
optimizing the diversity and the information richness. Zei-
gler et al. [84] made a balance between topic diversifi-
cation and diversify personalized recommendation lists in
final image ranking. Paramita et al. [85] fused the general
diversity and the proposed spatial diversity into final image
ranking.

Most approaches addressing diversity in information re-
trieval and image search consist of the following steps: 1) de-
termining a set of potentially relevant images and 2) reranking
the images to be diverse among the first step. In contrast to
the general diverse approaches, Deselaers et al. [86] directly
addressed the problem and jointly optimized the diversity and
the relevance of the images in the retrieval ranking using
techniques inspired by dynamic programming algorithms. The

system is similar to [55]. The difference is that [86] use DP
while [55] uses greedy search.

In contrast to the general diverse approaches as mentioned
earlier, geographical information of community contributed
photos is also made full use of to improve the results for
queries with place names [87]–[90]. Rudinac et al. [87] used
community contributed images to create representative and
diverse visual summaries of specific geographic areas. They
build a multimodal graph by fusing the relations between im-
ages, extracted visual features, text associated with the images,
as well as users and their social network. The multimodal
graph makes the final image list with diverse and represen-
tative. Popescu and Kanellos [88] presented a method for
generating relevant and diversified visual summaries of places
by using a geographical name. The geographic name is built
from social community user-contributed data (such as Flickr
and Panoramio) and its content reflects a community-based
perception of places. In our previous papers, we also generate
visual representative image by visual modeling images of
landmarks in a generated topic album. Each topic album
consists of images coming from the same place with various
viewpoints. Based on viewpoint modeling, we can provide
the ranked results with diverse viewpoints [89]. Moreover, we
generate representative images for landmarks by incorporat-
ing the shooting locations of photos. This paper presents a
representative images generation system by discovering high-
frequency shooting locations from geo-tagged community-
contributed photos [90].

III. RELEVANCE AND DIVERSITY OF TAG TO IMAGE

The diversity of a tag τ to image I cannot exist alone. It is
a relative quantity. It relates to the relevance of the tag to the
image and the semantic compensation of the tag to the tags
ranked ahead of it. In this section, the relevance and diversity
of tag to image are discussed, and their measurements are
given in further sections.

A. Relevance of Tag to Image

Tag and image are two different media. Tag is in high-
level semantic space (i.e., textual space). Image is in low-
level visual feature space. The problem of measuring the
relevance of a tag to image belongs to cross-media similarity
measurement problem [74]. Intuitively, tag-to-tag similarity
can be measured by textual similarity (TS) in semantic space.
Image-to-image similarity is measured by the VS in low-
level feature spaces. The relevance of a tag to image has
been addressed in [1] and [58], respectively. To measure the
relevance of a tag to image, we can resort to the following
three approaches: 1) measuring the tag-to-image similarity
in high-level semantic spaces; 2) measuring the tag-to-image
similarity in low-level visual feature spaces; and 3) measur-
ing the tag-to-image similarity in both high-level semantic
spaces (i.e., semantic relevance) and low-level visual feature
spaces (i.e., visual relevance). Now we give the measure-
ments of visual relevance and semantic relevance in Mea-
surement 1 and Measurement 2, respectively. A generalized
relevance of a tag to image is given in Measurement 3 and
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based on which the diversity of a tag to image is given in
Measurement 4.

Measurement 1: The visual relevance of a tag τ to an image
I is measured by the normalized VS of the image I to the
images with content descriptive tags including the tag τ .

Let VS(τ, I) denote the VS of the tag τ to the image I.
Similar to [1], the VS can be directly computed based on a
Gaussian function with a radius parameterσ , that is

VS(τ, I) =
1

|�τ |
∑

x∈�τ

exp
(−‖FI − Fx‖2

/
σ 2

)
(1)

where �τ denotes the image set having the descriptive tag
τ , the image number in �τ is |�τ |. σ 2 is the set to be the
median value of all the pairwise Euclidean distances between
images [1]. FI and Fx are the visual features of the images
I and x. ||*||2 is the l2-norm of vector *. Measurement 1
actually maps the tag from textual space to low-level feature
space by representing the tag with a set of images containing
the tag. Then, the visual relevance of a tag to image can be
measured by the image–image similarity in low-level visual
feature space.

Measurement 2: The semantic relevance of a tag τ to the
image I is measured by the normalized TS of tag τ to the
content-related tags of the image.

The semantic relevance measurement approach actually
converts the image from low-level visual feature space to
textual space. Then, tag-to-image similarity can be measured
using tag–tag similarity in textual space. For a social image
I, we only have the user-labeled initial tags. Parts of user-
annotated tags are highly relevant to image content [1], [22],
[32], [38], [39], [64]. This can be shown by the initial tags
of the exemplar images in Fig. 1 and Table I. Therefore,
we utilize user-annotated tags as the image I-related tags to
measure the semantic relevance of a tag to image. Thus, the
semantic relevance of a tag τ to image I can be measured by
the TS of tag τ to the user-annotated tag set ϕ = {τ1, · · · , τ|ϕ|}.
Let SS(τ, I) denote the semantic similarity of tag τ to image
I, we can represent it as follows:

SS(τ, I) = TS(τ, ϕ) =
1

|ϕ|
∑

τi∈ϕ

exp (−d (τ, τi)) (2)

where d(τ , τi) denotes the textual (or semantic) distance of
tags τ and τi. The valid initial tag number is |ϕ|. TS(τ, ϕ)
denotes the normalized TS of tag τ to the initial tag set
ϕ = {τ1, · · · , τ|ϕ|} of the image. Thus, in this paper, we utilize
Google distance to measure the distance of two tags [57]. It
is expressed as follows:

d(p, q) =
max(log f (p), log f (q)) − log f (p, q)

log W − min(log f (p), log f (q))
(3)

where f (p) and f (q) are the numbers of images containing
tag p and tag q on Flickr, respectively. f (p, q) is the number
of images containing both the tags p and q on Flickr. These
numbers can be obtained by performing search by tag on Flickr
website using the tags as query terms. W is the total number
of images on Flickr.

Measurement 3: The relevance of a tag τ to the image I is
related to both the visual relevance in low-level visual spaces
and the semantic relevance in high-level textual spaces.

Let RS(τ, I) denote the relevance of the tag τ to the image
I with initial tag set ϕ = {τ1, · · · , τ|ϕ|}, in short, r(τ ). It is
expressed as follows:

r (τ ) = RS (τ, I) = αSS(τ, I) + (1 − α)VS(τ, I), α ∈ [0, 1]
= αTS(τ, ϕ) + (1 − α)VS(τ, I), α ∈ [0, 1] (4)

where α is a ratio with its range in [0, 1]. The smaller α

means the stronger the weight of visual relevance. α = 0 means
only VS is utilized in tag-to-image relevance measurement
[i.e., (1)]. α = 1 means only TS is utilized in tag relevance
measurement [i.e., (2)]. Equation (4) is a general case of the
tag-to-image relevance measurement approach. It fuses both
the visual relevance and the semantic relevance in measuring
the relevance of a tag to image. For social image without user-
labeled initial tags, only the visual relevance is utilized. The
impact of the parameter α on tag enrichment performance is
discussed in experiments.

B. Diversity of Tag to Image

The diversity of a tag τ to the image I with already ranked
tag set � is related to the following two aspects: 1) similarities
of tag τ to the tags in the tag set � and 2) relevance of tag τ to
the visual content of image I. If the semantic score of a tag τ

to the tags in the tag set � is very high, then the improvement
of semantic coverage of this tag over the tags in � is very
limited. If the relevance score of a tag to the image is very
low, then the diverse score of this tag to the image is also very
small.

Assuming that tag Kingfisher is the first-ranked tag for the
image as shown in Fig. 1, let us analyze the diversities of
the following three tags: 1) Fire; 2) Water; and 3) Bird to
the image. As the tag Fire is irrelevant to image content, its
diverse semantic to image is zero ideally, even though it has
large semantic compensation to the image content relevant tag
Kingfisher in textual space. The tags Water and Bird are both
highly relevant to image content. The semantic compensation
of Water to Kingfisher is far larger than that of Bird to
Kingfisher. From the above comparison, it is reasonable that
the diversity of a tag to image is proportional to its relevance
to image content and its semantic compensation to the tags
ranked ahead of it.

Measurement 4: The diversity of a tag τ to an image I with
already determined tag set � is proportional to the relevance
of the tag to image and the semantic compensation to the tags
in �.

Let D(τ ) denote the diversity of the tag τ to the image I
with already determined tag list � = {τ1, · · · , τ|�|}. In terms
of Measurement 4, the diversity of the tag τ to the image I is
measured by the product of the relevance of this tag to image
and its semantic compensation to the tags ranked ahead of it.
More generally, the diversity of the tag can be represented as
follows:

D(τ ) = r (τ )×C(τ )l (5)
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TABLE I

EXEMPLAR IMAGES FOR SHOWING THE INITIAL TAG RANKING AND IMAGE RETAGGING PERFORMANCES OF DIFFERENT APPROACHES

where r(τ ) is the relevance of tag τ to image and C(τ ) is
the semantic compensations of tag τ to the tag set � and l
is a positive real number, which can be varied from (0, + ∞).
More detailed discussions on different diversity measurement
approaches to the tagging performances are discussed in detail
in Section V-E. For our baseline approach, we set l = 1. Thus,
diversity can also be represented as follows:

D(τ ) = r (τ )×C(τ ). (6)

Now we turn to measure the semantic compensation C(τ ) of
a tag τ to a tag set. From the above analysis, we find that
the semantic compensations of a tag to the tag set can be

uncovered by analyzing the textual distance of tag τ to the
tags in �. The larger the distance of a tag to the tag set, the
larger the semantic compensation. Intuitively, the minimum
distance and the average distance can be utilized directly to
measure the semantic compensation. In the form of using the
minimum distance (denoted as MIN) of tag τ to the tags in �

to measure the semantic compensations, C(τ ) can be expressed
as follows:

C(τ ) = min
τi∈�

(1 − s(τ, τi)) (7)

where s(τ , τi) = exp(-d(τ , τi)). In the form of using the average
distance (denoted AVR) of a tag τ to the tags in � to
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TABLE I

CONTINUED

measure the semantic compensations, C(τ ) can be expressed as
follows:

C(τ ) = 1 − 1

|�|
∑

t∈�

s(τ, t). (8)

The impact of using MIN and AVR to tagging performances
is discussed in Section V.

IV. IMAGE TAGGING WITH DIVERSE SEMANTICS

Our approach selects an optimal tag from the unranked tag
list at each step with respect to the diverse semantic criteria.

By adding the optimal tag to the already determined tag list,
the semantic coverage can be maximized. In this section, we
first introduce the low-level features utilized in this paper and
then give the details of tagging process.

A. Low-Level Feature Representation

For each image, we extract 470-D low-level visual features,
including 225-D blockwise color moment features generated
from 5-by-5 fixed partition of the image, 170-D hierarchical
wavelet packet features [56], and 75-D edge distribution
histogram features. The reason that we use these features
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is mainly taking the following facts into account: 1) color
and texture information are important features to represent the
visual content of nature image; 2) the blockwise color moment
is efficient to capture the localized color feature of image,
3) the hierarchical wavelet packet descriptor makes full use of
the multiresolution characteristics of wavelet packet transform
to represent the salient texture information; and 4) the edge
histogram is a simplified local feature representation approach
that is robust to location and illumination variations. Note that
for NUS-WIDE dataset, we use the low-level features shared
by Chua et al. [19] rather than the features mentioned earlier.

B. Proposed Tagging Approach

Given a tag set � = {τ1, · · · , τ|�|}, let �
′

denote the
set of an ordering of tags τi (τi ∈ �, i ∈ {1, · · · , |�|},
and �

′
= {τ ′

1, · · · , τ
′
|�|}). The proposed social image tagging

approach is aiming at making the top-ranked tags covering
diverse semantics. The tags with high relevance to image have
significant semantic compensations to their previous and are
ranked ahead. From the tag diversity measurement given in (6),
we find that our approach is actually a greedy search-based
tag order determination approach. It aims at maximizing the
diversities of the top-ranked tags by looking for best candidate
tags at each step. Thus, the optimal tag list for the social image
is determined iteratively. Based on the top-ranked y − 1 tags,
our algorithm determines an optimal tag τ ∗

y at the yth step as
follows:

τ ∗
y = arg max

τk∈�−�∗
y

D(τk) = arg max
τk∈�−�∗

y

ωτk ×Cτk (9)

where �∗
y = {τ ∗

1 , · · · , τ ∗
y−1} is the ranked tag list at the previous

y − 1 steps.
We take Fig. 1 as an example to show the process of our

greedy search-based optimal tag selection at each step. For
all the tags in � = {τ1, · · · , τ|�|}, we need to calculate their
relevance to image. Actually, in this step, removing the tags
with very low relevant scores from the candidate, tag list
does not influence the tagging performances. From example,
Kingfisher is the highest relevant tag to the image, and then we
determine it as the first-ranked tag. For the other image content
relevant tags, we further determine its semantic compensations
to the already determined tag list �

′
= {‘Kingfisher’} in the

next step. We find that Water is highly relevant to the image
and have largest semantic compensations to the top-ranked tag
Kingfisher. According to the diverse semantic criteria as shown
in (6), its diverse score is the highest among the remaining
tags. Thus, Water is assigned as the second-ranked tag. At this
time, the top two tags are Kingfisher and Water, that is, the top-
ranked tag list at the second step is �

′
= {Kingfisher, Water}.

Based on the tag list �
′
, the third tag can also be determined

by maximizing the semantic coverage of these tags. The other
tags can be determined iteratively, vice versa.

The corresponding algorithm is shown in Fig. 2. Let
	 = {v1, · · · , v|	|} denote the set of the whole tag vocabulary,
which is obtained from the crawled Flickr images. The tag
number in 	 is |	|. Actually, if we set 	 = ϕ = {t1, · · · , t|ϕ|},
then our approach is to rank user-annotated tags with diverse
semantics.

Now, we briefly analyze the computational complexity of
the proposed approach. In the tag-to-image relevance cal-
culation, we need to carry out low-level feature extraction
and determine the VS of input image with the tag-related
images. This process takes almost more than 99.99 of the
whole computational cost of the whole social image tagging
process, especially, for the tag vocabulary 	 = {v1, · · · , v|	|}
containing thousands of tags. The greedy search-based optimal
tag determination is comparatively computational efficient. As
the relevant scores of tags to image are determined and the
tag-to-tag similarity can be determined offline, we only need
to update tag diversity in each step. Removing image con-
tent irrelevant tags by setting minimum tag-to-image relevant
threshold can speed up the greedy search algorithm. However,
compared with the computational costs utilized in measuring
tag to image relevance, the saved computational cost is not
too significant.

V. EXPERIMENTS AND DISCUSSION

We compare DIVS with the raw tags by Flickr users
(denoted INIT), tag concurrence-based approach (denoted
COCR), random walk-based tag ranking approach [1] (denoted
RANK), and visual neighbor voting (denoted NBVT) [8]. Our
experiments consist of the raw tag ranking, tag enrichment,
and tag-based image retrieval. We conduct experiments on
our crawled dataset [38], [40] to show the effectiveness
of the proposed approach by providing both subjective and
objective tagging performances and tag-based image retrieval
performance. Moreover, experiment on NUS-WIDE [19] is
also given. This section is organized as follows: 1) our dataset
is briefly reviewed in Section V-A; 2) performances evaluation
criteria is illustrated in Section V-B; 3) subjective tagging
performance is provided in Section V-C; 4) exemplar tagging
performances and discussions are given in Sections V-D and
V-E; 5) experiment on NUS-WIDEis provided in Section V-F;
and 6) tag-based image search is evaluated in Section V-G.

A. Data Collection

We randomly select 25 queries, including Alcedoatthis,
Apple, Beach, Bear, Butterfly, Cherry, Deer, Eagle, Forest,
Highway, Jeep, Lavender, Lotus, Orange, Peacock, Rose, Sail-
ship, Sea, Sky, Strawberry, Sun, Sunflower, Tiger, Tower, and
Zebra, and then perform tag-based image search with “ranking
by interestingness” option on Flickr. The representative image
of each query is shown in Fig. 3. The images are of medium
sizes with maximum width or height fixed to 500 pixels.
The top 5000 returned images for each query are collected
together with their associated information, including tags,
uploading time, user identifier, and others. In this way, we
obtain an image collection with 52 418 images. In total, there
are 887 353 raw tags. The maximum raw tag number of an
image is 256 and the average raw tag number per image is
16.93.

Many of the initial tags are noisy and meaningless. Hence,
we adopt a prefiltering process for these tags. We match each
tag with the entries in a Wikipedia thesaurus and only the
tags that have a coordinate in Wikipedia are kept. Moreover,
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Fig. 2. Algorithm of image tagging with diverse semantic.

Fig. 3. Representative images of the 25 queries crawled from Flickr.

the tags with their appearing times less than 20 in the dataset
are removed. There are also some high-frequency stop words,
such as picture, photo, and others. These tags contain little
information. We also consider that these tags are irrelevant to
the image. They can be suppressed by removing the tags that
appear more than 5000 times in the dataset. The vocabulary
size of tag set is 1436. After preprocessing, the valid tag
number is 312 652. The maximum valid tag number of an
image is 65. The average valid tag number per image is 5.96.

B. Performance Evaluation Criteria

Five hundred images randomly selected from our Flickr
dataset are utilized for initial tag ranking and tag enrichment
performances evaluation. Five volunteers are involved in tag
enrichment performances evaluation. They all claim that they

are familiar with image share websites and work in the social
image tagging, image retrieval related area. In order to show
whether the top-ranked tags cover wide range of semantics, we
ask them to evaluate the top-ranked tags for the test images
of different algorithms with respect to tag diversity. In tag
diversity, a tag is evaluated with respect to its relevance to
image content and the diverse semantics of it is provided to
cover the semantics over the tags ranked ahead of it. Thus, the
volunteers need to assign the relevance score and the diverse
score for each ranked tag.

1) Assign Tag Relevance Score: For each image, each
of the enriched tags is assigned with one of the five scores
according to its relevance to image: most relevant (score 4),
relevant (score 3), partial relevant (score 2), weak relevant
(score 1), and irrelevant (score 0). We ask the five annotators
to assign the relevant score for each tag. We assign the tag
most relevant to the image content by taking into the following
aspects into account.

1) The tag is with most relevant to the image if most
important content of the image is disclosed by it.

2) The tag is with relevant to the image if important content
but not the most important content is disclosed by it.

3) The tag is with partial relevant to the image if some
parts of image content is disclosed by it.

4) The tag is with weak relevant if a small part of image
content is disclosed by it.

5) The tag is with irrelevant to the image if no content of
the image is disclosed by it.

For example, in Fig. 1, the tags Kingfisher can be viewed as
the most relevant to the image content while Eagle is irrelevant
to image. River is a relevant tag to the image while Mountain
does not. Blue is partial relevant to the image while Red is
not. Water is relevant to the image, Water drop is viewed as
weak relevant to the image content, and Fire is irrelevant to
the image content.
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Fig. 4. Tag ranking performances of INIT, COCR, RANK, NBVT, RLVT, and DIVS. (a) ADSs. (b) Average ACDS.

2) Assign Tag Diverse Score: For each tag recommended
by different tag enrichment approaches, we ask the annotators
to classify the diverse score of each tag into one of the
following five levels: very large (score 4), large (score 3),
medium (score 2), weak (score 1), and none (score 0). The
diverse score of a tag is assigned according to the following
rules.

1) If and only if the tag is most relevant or relevant to the
image and it has large semantic compensations to the
tags ranked ahead of it for descripting the content of
the input image, then we assign the diverse score of this
tag as very large.

2) If and only if the tag is partial relevant to the image and
it has large semantic compensation to the tags ranked
ahead of it, then we assign the diverse score of this tag
as large.

3) If the tag is partial relevant to the image content and
it has partial semantic compensation to the tags ranked
ahead of it, then we assign the diverse score of this tag
as medium.

4) If the tag is weak relevant to the image content and it has
weak semantic compensation to the tags ranked ahead of
it, then we assign the diverse score of this tag as weak.

5) If the tag is irrelevant to the image content, then we
assign the diverse score of this tag as none. For the first
tag, its diverse score is set to be the relevance score.

In order to make the evaluation valid, the following rules
are set: 1) the test image is shown and the corresponding
tags lists by different approaches are shown; 2) then the
five annotators are asked to provide their scores for the
ranked tags; and 3) finally, we use the major voting-based
approach for determining the final scores of the tags. We
encourage discussions for the annotation results when the ma-
jority of them do not agree with each other. After discussion,
they give their scores again until they agree with the final
scores.

C. Tag Enrichment Performances Evaluation

In this paper, six approaches are evaluated to show the effec-
tiveness of the proposed tag enrichment approach. They are the
initial tags annotated by Flickr users (denoted INIT), random
walk-based approach [1] (denoted RANK), tag co-occurrence-
based approach [20] (denoted COCR), neighbor voting-based
approach [8] (denoted NBVT), the relevance-based approach
(denoted RLVT; in this approach, the diversity of each tag is

viewed identical, it is a special case of the proposed approach),
and the proposed diverse semantic-based approach (denoted
DIVS). In NBVT, we set the visual neighbors to be 500
according to the suggestions given in [8] and [35]. In RANK,
NBVT, RLVT, and DIVS, the low-level features are all the
same. Thus, the comparisons are fair. Our experiments consist
of two parts: initial tag ranking and tag enrichment.

To evaluate the performances of different tagging ap-
proaches, we use average diverse score (ADS) and average
accumulating diverse score (AAD) to evaluate the tag enrich-
ment and ranking performances. The ADS at the kth-ranked
tag index is calculated as follows:

ADS(k) =
K∑

i=1

Dk
i

/
K (10)

where Dk
i is the diverse score of the ith test image under

ranked tag index k and K is the total test image number. The
AAD is as follows:

AAD(k) =
K∑

i=1

ACDSk
i

/
K (11)

where ACDSk
i is the diverse score of the ith test image under

ranked tag index k

ACDSk
i =

(
ACDSk−1

i + Dk
i

)
/k. (12)

The ADS is to measure the semantic compensation of current
tag to its previously ranked tags. The AAD is to evaluate
the semantic coverage of already determined tags. The ADS
measures the semantic coverage of top-ranked tags from a
local point of view. The AAD measures the semantic coverage
of top-ranked tags from a global point of view.

1) Initial Tag Ranking Performances: In Fig. 4(a) and (b),
the ADSs and the average ACDS of INIT, RANK, COCR,
NBVT, RLVT, and DIVS for the test images for the top five
ranked tags are plotted. From Fig. 4, the scores of different
approaches are all in descending with the increase of the
ranked tag index. The ADSs and ACDS of the first five tags
of DIVS are larger than these of the others. This shows that
our approach is effective to determine semantic compensative
tags and ranks them ahead.

2) Tag Enrichment Performances Evaluation: Fig. 5 shows
the ADSs and average ACDS of the corresponding tag enrich-
ment performances of INIT, COCR, RANK, NBVT, RLVT,
and DIVS for the top ten ranked tags, respectively. For the
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Fig. 5. Tag enrichment performances comparisons for INIT, COCR, RANK, NBVT, RLVT, and DIVS. (a) ADSs. (b) Average ACDS.

Fig. 6. Impacts of parameter α to tagging performances with the top-ranked tag index in the range [1], [5]. (a) ADSs. (b) Average ACDS.

Fig. 7. Average relevant and diverse scores of MIN and AVR with the top-ranked tag index in the range [1], [5] for the 100 test images. (a) Average relevant
scores. (b) ADSs.

first-ranked tags, the ADSs of INIT, COCR, RANK, NBVT,
RLVT, and DIVS are 2.55, 2.82, 3.08, 2.97, 3.23, and 3.23,
respectively. And for the fifth-ranked tags, the corresponding
ACDS of COCR, RANK, NBVT, RLVT, and DIVS are
2.3338, 2.4106, 2.4535, 2.4790, and 2.7696, respectively. The
corresponding accumulating diverse scores and ACDS are
larger than these of tag ranking approaches. Moreover, the
accumulating diverse scores of COCR, RANK, NBVT, and
RLVT are very close. Comparatively, better performances are
achieved by DIVS.

D. Exemplar Results of Tag Ranking and Tag Enrichment

Table I shows several exemplar images (as shown in the first
column) by providing their initial tags (i.e., INIT as shown in
the second column), tag ranking results of RANK, NBVT,

RLVT, and DIVS, and tag enrichment results of RANK,
NBVT, RLVT, and DIVS. Please turn to the last two pages
for details. Only the top-ranked ten tags of the tag enrichment
approaches are listed. Due to page size limits, the results of
COCR are not provided in Table I.

In Table I, some initial tags appeared in INIT but did not
appeared in the ranked tag lists of RANK, NBVT, RLVT, and
DIVS are due to the fact that their appearing times are less than
20. They are removed from the valid tag list before carrying
out tag ranking and new tag enrichment.

From the enriched results, it is clear that the top-ranked
tags of DIVS are highly relevant to the image content and
have significant semantic compensations to the tags before
them. For example, for the second image, the first three tags
enriched by DIVS are Set, Lake, and Bridge; by RLVT are
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Fig. 8. Average relevant scores and diverse scores of different tag diversity measurement approaches under different similarity measurement approaches for
the top five ranked tags for the randomly evaluated 472 test images. (a) Average relevant scores. (b) ADSs.

TABLE II

RECALL, PRECISION, AND F1 VALUES OF THE TOP 5 RANKED TAGS AND TOP 10 RANKED TAGS RECOMMENDED BY RANK, NBVT, RLVT, AND DIVS

Set, Lake, and Sun; and by NBVT are Sun, Sunset, and Sky.
The three tags recommended by DIVS cover wide range of
semantics than the tags enriched by the other approaches. For
the last image, the top three tags enriched by DIVS are Arm,
Lavender, and Woman; by RLVT are Arm, Hand, and Purple;
and by NBVT are Lavender, Purple, and Flower. The three
tags enriched by DIVS also cover wide range of semantics than
the tags enriched by the other approaches. From the exemplar
images, we find that the performances of the ranked tags and
enriched tags by DIVS are better than the others.

E. Discussion on Parameters

In this section, we discuss the impacts of the parameter α

and tag diversity measurement approaches to the tag enrich-
ment performances of DIVS. Experiments are carried out on
randomly selected 100 images by returning the top-ranked five
tags.

1) Impact of Parameter α: In the above experiments, the
parameter α, as shown in (4), is set to be 0.5. The impact of
this parameter to the tagging performance is shown in Fig. 6.
The experiments are carried out on the randomly selected 100
test images with α∈{0.0, 0.2, 0.5, 0.8, 1.0}. α = 0.0 means that
only visual features are utilized in tag enrichment. This case is
identical to tagging images without user-labeled initial tags. In
this circumstance, its performance is similar to that of NBVT.
Comparatively, the recommended tags are with low relevance
and low diversity. α=1.0 means that only high-level TSs are
utilized in tag enrichment; thus, some relevant tags cannot be
inferred effectively without using the visual information of
the image. The corresponding performance is similar to that

of COCR. Better performances are achieved when both visual
and textual relevance are taken into account.

2) Impact of Tag Diversity Measurement Approaches: In
the above experiments, tag diversity is measured by the
minimum score (denoted MIN) as shown in (7). Moreover,
another tag diversity measurement approach using the average
score (denoted AVR) is also given in (8). In this section, we
discuss the impacts of tag diversity measurement approaches
to tag enrichment performances. The average relevant scores
and diverse scores of MIN and AVR with the top-ranked tag
index in the range [1, 5] for the 100 test images are shown
in Fig. 7(a) and (b), respectively. From this comparison, we
find that AVR-based tag diversity measurement approach is
comparatively better than that of the MIN-based approach.
Compared to MIN, AVR is robust to noise.

Moreover, in (5), the tag diversity measurement approach
is given by the product of two terms r (τ ) and C(τ )l . In
this section, the performances of our tagging approach under
different diversity measurement approaches are given. The
performances of using the multiple of relevance and diversity
as shown in (5) by setting l = {0.1, 1.0, 10}, the corresponding
approaches are denoted by Mul@l = 0.1, Mul@l = 1.0, and
Mul@l = 10. Moreover, we also use the summarization-based
diversity measurement approach, where the diversity is ex-
pressed as follows:

D(τ ) = r (τ ) + C(τ )l . (13)

By also setting l = {0.1, 1.0, 10}, the corresponding ap-
proaches are denoted by Add @l = 0.1, Add @l = 1.0, and
Add @l = 10. The averaged relevant scores and the ADSs of
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Fig. 9. Tag-based image search results of different approaches with depth x in the range [1], [50]. (a) On our dataset. (b) On NUS-WIDE.

Fig. 10. (a) Recall and (b) precision of RANK, NBVT, and DIVS for the top recommended tags for the 81 concepts of NUS-WIDE.

the top-ranked five tags of randomly selected 472 test images
are shown in Fig. 8(a) and (b), respectively, except that the
performances of Add@l = 10 are comparatively lower than the
others. From Fig. 8, we find that under the criteria Add, the
top-ranked three tags are with high average scores. This shows
that tags with high relevance and with significant semantic
compensations are ranked ahead by using the summarization
of the relevance and diversity.

F. Experiments on NUS-WIDE

The NUS-WIDE dataset is a large-scaled real-world dataset
crawled from Flickr. The data is composed with two parts:
the training part, which contains 27 807 images, and the
testing part, which contains 27808 images. All images are
manually annotated with the concepts from 81 ground truth.
Thus, in this paper, recall, precision, and F1 are used to
measure the performance of different image tagging approach.
Except the images and the ground truth labels for each image,
the low-level features extracted from the image including
color histogram (64-D), color correlation histogram (73-D),
edge-detection histogram (73-D), block-wised color moments
(256-D), and wavelet texture (128-D) are also provided [19].
We use the features provided by NUS-WIDE, rather than those
of ourselves.

There are no initial tags for the test and training image;
thus, in this section, we only use the visual features for tag
recommendation. Correspondingly, we only use the visual
features for determining the relevant tags. Thus, we can only
provide the performances of RANK, RLVT, NBVT, and DIVS.
In order to make fair comparisons, the features utilized by
RANK, RLVT, NBVT, and DIVS are all the same. All the

five low-level features are utilized; the total dimension of the
feature of each image is 594. The corresponding average recall,
precision, and F1 values of the 81 concepts by recommending
5 and 10 tags are shown in Table II, respectively. From
Table II, we find that the performances of RLVT and DIVS
are the same. This is caused by the fact that the 81 concepts in
NUS-WIDE dataset are manually labeled. They are indepen-
dent and have high compensation in semantic space. For more
detail, the recall and precision values of RANK, NBVT, RLVT
(the same as DIVS), and DIVS of the 81 concepts under top
five ranked tags are plotted in Fig. 10(a) and (b), respectively.

G. Tag-Based Image Search

We conduct image search to verify the effectiveness of the
proposed tagging approach of our crawled dataset. We first
select the 25 queries as described in Fig. 3 to carry out tag-
based image search. Then we compare the tag-based image
search results based on the enriched tags by the following
methods: 1) image search with initial tags labeled by user
(INIT), that is, index the images with original tags; 2) image
search with tags enriched by COCR, that is, index the images
by the tags enriched by tag concurrence-based approach; 3)
image search with tags enriched by RANK, that is, index the
images by the tags enriched by random walk-based ranking;
4) image search with tags enriched by NBVT, that is, index
the images by the tags enriched by the visual neighbor voting;
and 5) image search with tags enriched by DIVS, that is, index
the images by the tags enriched by our baseline method.

To quantitatively compare the image search results, we
obtain the ranked image lists of different approaches for each
query. We manually label the relevance of the top 50 images
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of each query. For each ranking list, the images are decided as
relevant or irrelevant with respect to the query terms. We use
precision as image search evaluation metric. Given a ranked
image list, the precision at depth n is defined as follows:

Pn =
1

n

n∑

j=1

Rj (14)

where Rj measures the relevance of the jth instance to the
query. Rj = 1 if the jth instance is relevant and 0 otherwise.
To evaluate the overall performance, we use average precision
(AP) of the 25 queries. Note that during the textual-based
indexing, the ranks of tags for the image are taken into
account. We rank the image according to the scores of each
tag in the ranks. We first return the images with tags matched
with query with the first rank, then the second rank, and so on.
For the images with the same ranks, the final-ranked images
are ranked by the descending order of relevant scores.

Fig. 9(a) illustrates the AP at different return depths on
our crawled dataset. We can see that the search results on
the enriched tags by COCR, RANK, NBVT, RLVT, and
DIVS are better than the INIT. Moreover, our approach DIVS
outperforms the RANK, NBVT, and RLVT. This shows that
our approach can assign the tags highly relevant to image
content and with diverse semantics ahead.

Moreover, we also carry out tag-based image retrieval on
NUS-WIDEtest dataset (with 27 808 images) by utilizing the
following 10 concepts as queries: Animal, Buildings, Clouds,
Grass, Lake, Nighttime, Ocean, Sky, Soccer, and Sports. The
corresponding AP of the top-ranked 50 images of RANK,
NBVT, and DIVS are shown in Fig. 9(b).

VI. CONCLUSION

In this paper, we address the tag diversity problem in social
image tagging and give the corresponding measurements. The
proposed tagging with diverse semantic approach improves the
semantic coverage for an image from the top-ranked tags. Tag
diversity is proportional to its relevance to image and sematic
compensations to the tags ranked ahead of it. Making sure the
tag is relevant to image content is important in the proposed
diverse semantic-based tag enrichment. If some irrelevant tags
are falsely determined as relevant tags, then these tags will give
negative impacts on selecting optimal tags for improving the
semantic coverage for the image. Two different tag diversity
measurement approaches are evaluated.

Our approach can be utilized for reranking the enriched
tags by the other image tagging or annotation algorithms
to improve the semantic coverage of the top-ranked tags.
The proposed image tagging with diverse semantics can be
utilized to improve textual-based image retrieval because the
top-ranked tags are highly relevant to the image and have
large semantic compensation. The images containing the query
textual terms that appear in the top-ranked tag list can be
viewed as more relevant to the query. Moreover, the proposed
approach can be utilized in selecting positive training samples
and filtering noise samples from a large-scale weak-labeled
image set in active learning.
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